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Abstract—In this paper we attempt to predict the number of
bicycle rides on each one of ten different streets in Montreal in a
given day. We apply and compare Linear Regression, k Nearest
Neighbour, Decision Trees and Support Vector Regression. We
found that using a Decision Tree Regressor with AdaBoost gives
the best result, with a 530.4 mean absolute error on a hold out
test set. We use a number of features such as day of the year, day
of the week, weather, air pollution, holidays, festivals, hockey and
football games. Our results show that the day of the week is the
most important feature for predicting bike counts in Montreal.

I. INTRODUCTION

In this study we propose a regression model predicting the
daily volume of bicycles on a street in Montreal, given features
such as the day of the week, day of year, temperature, air
quality measurements, the price of gas, scheduled events and
Bixi' usage. Our model is trained using bike count data from
sensors installed on various streets in downtown Montreal. We
have daily counts for a period of dates between 2009 and 2013,
with a total of 1722 records.

The ability to accurately predict the count of bicycles on
a future date for a street provides a number of valuable
insights for the community. Our study allows city officials
to better understand the biking traffic demands, which is
essential information for infrastructure planning. We also
identify biking stimuli: the environmental and socio-economic
factors which affect the volume of bicycles. Understanding
the relationship between variables in human control such as
gas price, location and time of events, air pollution, and
bicycle counts, can be used to focus the public efforts on
policies which promote healthy and sustainable urban living.
Furthermore, by understanding the temporal characteristics of
bike traffic, bicycle promotion activities can be conducted on
days when they will be most effective.

Last but not least, with our study we aim to provide evidence
that can be used by officials to secure more funding for sustain-
able commuting projects, which are environmentally friendly,
reduce congestion and encourage healthy living habits.

II. RELATED WORK

A number of European and North American cities have
started to provide bike sharing services in the last decade.
These services have spurred interest in the academic com-
munity to better understand biking traffic in cities. Borgnat
et al. study bike trips in Lyon between May 25th, 2005 and
December 12th, 2007 (a total of 13 million records) by using
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bicycle share data, which includes the beginning and end
of every trip. They focus on identifying the geographic and
temporal distribution of bicycle rides. By using aggregated
data over the day of week and hour, they discover that the
majority of bicycle traffic occurs between 1pm-2pm and Spm-
6pm on weekends; as well as, between 8am-9am, 12am-
Ipm, and 6pm-7pm during workdays. After applying PCA
feature selection and k-means clustering algorithm on the data,
they identify 4 clusters corresponding to Sunday afternoon,
weekday afternoon, weekday morning and weekday noon
accordingly[7].

In another study of Lyon’s V’elo’V bike share[6], Borgnat et
al. use a linear regression model to predict the number of bike
hirings in Lyon. They find that the volume of biking traffic
depends on features such as the day of week, whether a day
is a holiday or not, weather (temperature) and rain conditions.
They also consider using strike days as a feature but find it to
be a non-conclusive factor due to the rarity of such events[6].

Robert C. Hampshire and Lavanya Marla[9] study the
factors affecting bike sharing trip generation in Barcelona and
Seville, Spain. They find that the number of bike stations,
population density and labour market participation are strong
drivers for bicycle transportation in both cities. Another impor-
tant discovery in their paper is that the accessibility of other
transport options has competitive impact on the generation of
bike trips, but can also be complementary[9].

De Geus et al. look at psychosocial and environmental
factors in an attempt to understand cycling for transporta-
tion. Surprisingly, they find that traffic variables such as the
presence of bike lanes, risk of accident with a motorized
vehicle, volume of traffic and crime rate, do not influence
participation in cycling activity for transport in Flanders,
Belgium. They explain this finding with the fact that basic
cycling infrastructure is readily available in Flanders, although
both cyclists and non-cyclists are dissatisfied with it. For the
sample of the Flemish population they studied, psychosocial
stimuli were the main driving factor for cycling[4].

Kaltenbrunner et al. study the spatio-temporal character-
istics of bike share trips in Barcelona, Spain, and find that
trip routes clusters are different on weekdays and weekends
depending on the points of interest people commute to.
However, their work is based on bike counts at bike share
stations and therefore does not capture the bicycle volume on
specific streets, nor does it make universal conclusions for
cities with different distribution of residential, university and
leisure areas[5].



III. PROBLEM DEFINITION AND DESCRIPTION OF DATA

Our goal is to predict the number of bicyclists that will use
bike paths in a given day. To perform this task we use the
data provided by the open Montreal datasets[12]. This data
contains the daily count of bicyclists that used ten different
bike paths in the downtown Montreal area. The data contains
information over the period of 1,722 days, from January 1,
2009 to September 18, 2013. Some days in the dataset contain
no information, and other days were skipped left out of the
dataset. These missing days mostly took place in the winter,
from the first week of November to the end of December.
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Fig. 1: Initial bike traffic counter locations [14]
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We augmented the bike counts dataset with external datasets
which we obtained by crawling various websites and APIs, as
well as from other open Montreal datasets (air quality). Some
data, such as weather and air quality, was hourly, while our
bike counts dataset contains only daily information. Thus, we
took the min, max, and mean of certain weather events, such as
temperature, for the day and the highest values for the various
air pollutants.

IV. FEATURE SELECTION

The original dataset contained only one feature, the date. We
started by extracting the day of the week as a separate feature
and then decided to augment the data with additional datasets
from a variety of sources. We came up with a number of
factors that we believed would affect the number of bicyclists
on a given day, either positively or negatively. Our assumptions
when deciding on what features to add were that the feature
would have to correspond to something that was know by
the day of the recorded measurement and that it must be

something that generally occurs every year. We chose to add
the following external features for each day: weather, the price
of gas, festivals, holidays, football games, hockey games, the
amount of sunlight in a day, the air quality and whether
Bixis were in service. These datasets were obtained from a
variety of different methods and sources; developer APIs, web
scrapping, or manual entry based on archival news sources. In
total we added 47 external features to the dataset. Below we
describe the external datasets and features, how we obtained
the information, why we decided to include this feature into
our dataset and if there were any interesting events to happen
for that particular dataset during our time period.

A. Weather

Weather information was obtained by using the Weather
Underground[13] developer API to get daily weather sum-
maries for our time period. We obtained features related to
the following: temperature, dew point, precipitation amount
and type, visibility, wind, fog, pressure and humidity. For
some features such as temperature and dew point we recorded
data as minimum, mean and maximum for a day. Other
features such as precipitation amount and type were recorded
as the total for the day. All units were taken in metric. We
hypothesized that the various weather features, in particular
temperature and precipitation, would affect the number of
bicyclists amongst the most of any feature, as has been show
in previous works by Borgnat et al.[6]

B. Gasoline Price

Historical gas price information was obtained by taking
the pricing information made available by the Government
of Ontario’s Ministry of Energy[10]. This information was
recorded in twice weekly measurements using the price of
regular unleaded gasoline. We then would apply that price
to the following days that had no measurement taken, this
was done because gas prices do not frequently vary by large
amounts daily. We were unable to find the same information
for Montreal or Quebec during the time period, so we took
the average of the Toronto east and west prices to form a
Toronto price. Toronto was used as a comparable city in
similar location and attributes as Montreal, and when we
compared the past several years of gas price between Mon-
treal and Toronto[11] we found that Montreal was generally
a constant amount more expensive then Toronto. This was
deemed suitable since the absolute price is not important to our
purpose, just the trend of when the price increases and when
it decreases. We chose to include gas price to see whether
higher gas price causes the number of bicyclists to increase,
as people decide to drive their cars less.

C. Festivals

We looked at the schedule for multiple major festivals and
events going on in Montreal during the time period. We chose
amongst the largest yearly events by attendance: Montreal
International Jazz Festival, Just for Laughs Comedy Festival,
Canadian Grand Prix, Osheaga Music and Arts Festival, and



L’International Des Feux Loto-Quebec (Montreal Fireworks
Festival). This information was gathered by looking through
archival news stories from the time period to find the an-
nounced dates of the events, and assigning a boolean variable
whether one of these events was occurring on that day or not.
Grand prix dates were extended to cover until the Thursday
before the race, known as the Grand Prix weekend. We believe
that these events, which have attendance of over 100,000 per
year each, can change the traffic patterns in the city. Some
interesting occurrences in the data are that the Grand Prix was
not held for one year in our target time period, the Osheaga
festival grew from a two day event with less than 40,000
people attending to a three day event with over 120,000 people,
and the fireworks festival went from a summer long festival
held on Saturday nights to one that happens twice a week for
a little longer than a single month.

D. Hockey and Football Games

We added to our dataset the schedule of games for the
NHL ‘s Montreal Canadiens and the CFL’s Montreal Alouettes.
As Montreal’s only two major league sports teams they both
have large fanbases that could affect traffic patterns. This
information was obtained by crawling the websites of the NHL
and the CFL for the seasons of the desired years. A separate
feature was used if the game was a home game, as these
draw over 20,000 people to downtown Montreal. Away games
were still kept in the dataset as these games frequently get
television viewership numbers of over a million people, and
may affect a person’s decision to go out, such as going to a
friends house or staying home to watch the game. We added an
additional feature for each recorded game indicating whether it
is a playoff game or not, since these games can get much larger
television viewership numbers and have higher importance to
fans. Two interesting events happened during this time period,
one was that the stadium where the Alouettes play, Percival
Molson Memorial Stadium, had a renovation that increasing
the attendance capacity of games from 20,202 to 25,012 and
that due to the NHL lockout half of one of the seasons had
no hockey games.

E. Holidays

We added the dates of the major holidays that are celebrated
in Quebec. Holidays were separated into two possible features:
Legal and Social. Legal holidays are those that are recognized
in Quebec, such as Thanksgiving or Christmas. Social holidays
are holidays that that are not recognized as a legal holiday,
such as Halloween. This information was obtained by looking
over calendars from the time period. Getting the day off work
can affect bike usage, especially if you normally use a bike
to commute to work. Similarly, social holidays may promote
people to have more activities or stay in.

FE Air Quality

We obtained the air quality measurement for the time period
using the API from the open Montreal datasets. This dataset
contains measurements of the quantity of several different

pollutants in the air over the duration of a given day as
recorded at several different stations. As our bike paths are
located in the downtown area, while the air quality sensor
stations are spread out over the entire island, we decided to
pick the station closest to downtown. This station recorded the
measurements of five different pollutants in the air (Carbon
Monoxide, Nitrogen Dioxide, Ozone, Particulate Matter and
Sulphur Dioxide). We chose to take the highest recorded
measurement for each particle for each day as a feature. Some
pollutants had missing data for certain days, so we used the
average value of the two nearest neighbouring stations to fill-
in the gaps. In case only one of the two nearest stations had
reported values, we took its value. Even with this approach
we still had missing data. For any remaining missing data
we took the average of the two nearest days for the given
pollutant. We believe air quality can affect bike usage, as some
days the air quality may be visibly low and deter users from
biking. In addition, Environment Canada issues smog warnings
which advise people to avoid participating in physical outdoor
activity until the warning is lifted.

G. Sunlight

We included the number of minutes of sunlight as a feature.
This was found by using a daylight calculation tool. We predict
that as the days get less sunlight a person is less inclined to
want to bike. We also included when it is daylight savings
time as a separate feature, to see if the shift in sunset time
makes people want to bike less or more.

H. Bixis
We included whether the Montreal bike sharing Bixi service
network was active for a given day or not. This information

was found by going through archival news articles announcing
the starting and the ending of a given season.

V. VALIDATION METHODOLOGY

We defined our validation method before selecting our
algorithms and hyper-parameters.

A. Scoring method

To evaluate a regression prediction, we chose mean squared

error as our primary scoring method:
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Since the output of this error is very large (around 10°),
and it’s hard to comprehend how well our prediction is doing
without comparison, we decided to divide this term over a
constant without loss of meaning, namely, the mean squared
error of our dummy predictor shown in Section V:

MSE(h)
MSE(hrand)
It’s easy to see that a perfect predictor will have 0% error

and a dummy predictor will have 100% error. From now on
we will use this term as our error rate.

E =



To give a more intuitive sense of a prediction error, we
sometimes will also show the mean absolute error:

1
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This shows on average how far our prediction is from the
true value, and will give the reader a more natural way to
understand the error of our prediction.

B. Dataset division

Because our data is time sensitive and the neighboring
results have high correlation, we decided not to shuffle our
data and to use it in sequence. We reserved the last 454 data
points (around 5%) as our final test data and used 10-fold
cross validation on the rest of the data.

VI. ALGORITHM SELECTION AND OPTIMIZATION

A. Baseline algorithms

1) Dummy predictor: We use a dummy predictor that
outputs a constant value, in this case, the mean over all labels.
This predictor has a mean squared error of 3.640 x 10° and
is used as the base of our error rate. This predictor also has a
mean absolute error of 1576.

2) Baseline predictor: We use a basic linear regression
with only time information to make a baseline prediction as
our baseline predictor. We use the day of the week as one
feature. Because the labels have an obvious curve along the
year, we use both the day of the year and its squared value
to accommodate the curve. The predictor fits reasonably well,
its cross validation error rate is 56.69% and its mean absolute
error is 1138.

B. Optimizing Feature Representation

1) Week data: In our baseline result, we treated the day of
the week as a single feature with a range of [1,7]. Because this
implies that bike counts have a linear relation along 7 days,
which is clearly not true, we chose to use 7 binary features
to represent the day of the week. We plot the average bike
counts for every day of the week and our prediction on the
test set. Evidently, the binary representation allows much more
flexibility and is more accurate:

Day of week feature representation
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The optimization decreased our error rate to 53.26%, thus
we decided to use binary representation of the day of the week
for the rest of this study.

2) Location data: Our dataset has bike counts from 10
different locations, and we chose to use 10 binary features
to represent this information. But this model assumes that for
the same day, different locations will always have a constant
difference in bike count. This assumption tends to under
predict for the popular streets but over predict for less popular
ones.

In general, we can assume that a less popular location would
often have a fixed factor of the number of bikes of a known
busy location. To accommodate this assumption, we estimate
a scalar term o for each location:

y; =a;(w? X),j € location

We cannot use this model directly as it would complicate
our solutions when implementing machine learning algo-
rithms, however we can roughly estimate each «; as the mean
of observed data and scale back our training labels, then use
it to scale up our prediction:

=2 — Ty
;
U =005

The detailed procedure is as follows: use training data to
calculate the mean of the labels on each location o, scale
down the labels using respective «;, then use any machine
learning algorithm to make a prediction on the validation set,
scale up the prediction using «; according to the feature of the
validation set, and then calculate score against the true labels.

We preformed 10 fold cross validation using the baseline
predictor described earlier. Our validation error rate decreased
from 39.27% to 34.00%, and we can see a slightly better
prediction on different streets:
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As this problem was caused by our linear assumption, we
decided to continue using this scale technique for our linear
regression algorithm. We tested this technique on non-linear
methods like nearest neighbor and decision tree, it performed
worse than the original data.

C. Linear regression

We use elastic net as our linear regression method. This
method combines the regularization properties of Lasso and
Ridge methods, by using L1 and L2 regularization in con-
junction:[3][8]

1 2 a(l—p)
min o || Xw —y||* + apljw]| + ———]

This method is not scale invariant, thus we need to normal-
ize our data first. Then we use grid search to determine the
hyper parameters o and p(L1 ratio) with cross validation. The
result is as followed:

Jwlf?

Elastic net hyper-parameter grid search

validation error

L1 ratio 9 alpha

It is not easy to see from the graph but the optimal solution
is at « = 4.942 and p = 1, which actually makes the
model degenerate into Lasso regression. The lowest error rate
achieved is 16.57%

We also explored the non-linear hypothesis as we use higher
degree of features for additional inputs. Using the parameters
determined above, we can see the error rates drops drastically
for the second degree but rises up after. We argue that after
second degree we see our model overfitting:

Lasso regression different degree of polynomial
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Because of computation limitation, we did not investigate
further than 10th degree. The lowest error rate achieved is
15.78% and its mean absolute error is 565.0

D. Nearest Neighbor

We also used Nearest Neighbor method. The important
parameter in this algorithm is the k, the number of neighbors
to consider. We used different k values for cross validation
and the result is as followed:



kNN for different values of k
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The error rate drops constantly with the increase of k, but
the decrease diminishes with a higher k. The lowest error rate
achieved is 20.42% at k = 11, and its mean absolute error is
607.3.

E. Decision Tree

We also used decision tree regression to predict bike counts.
First we used the basic decision tree with maximum depth, we
got 26.64% error rate and 626.4 mean absolute error.

After this we tried using a decision tree regressor with
AdaBoost.[8] Using a maximum depth of 100, we selected
a square loss function after determining it performed the best
for our data. We varied the number of boosts from 1 to 1000
and compared the results when using five fold cross validation.

Adaboost iterations

validation error
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We found that using AdaBoost our performance increases
rapidly until the 50th estimator. After this we see that the
AdaBoosts results continue begin to plateau, though our best

result occurred when using 995 estimators. This is due to the
fact that AdaBoost does not overfit and we could continue
testing with a higher number of estimators, but due to the
diminishing returns we decided to not use any higher numbers.
The lowest validation error rate achieved is 11.74%.

E Support Vector Regression

We used the Support Vector Machine Regression (SVR)
algorithm, first developed by Drucker et al.[2] and proposed at
the 1996 NIPS conference. SVR is an adaption of the Support
Vector Machine (SVM) classification algorithm invented by
Cortes and Vapnik[1] that enables the SVM algorithm, that is
usually used for classification, to be able to handle regression.
This technique has advantages in much higher dimensionality
of feature space than we are using, but in the original paper
they are able to achieve good results with a feature space of
only 66 dimensions, which is similar to the number of features
we are using.

We tested the SVR algorithm using several kernels: Linear,
polynomial, radial basis function (rbf) and sigmoid. We found
that with the same value of C, rbf kernel performed the best
for our problem:

SVR kernel comparison

error rate

linear poly Tbf sigmoid

kernel

We then investigated the optimal value of C, we did cross
validation on various settings and found that C' = 1.080 is the
optimal with scaled data:



SVR with different values of C

0.12767
0.12744
0.12729

0.1274
0.1268
0.1266
0.12647
0.12627

0.1267
0.12581
0.12567
0.1254+
0.12521

0.1257
0.12481
0.12467
0.12444
0.1242

0.1247
0.12381
0.12367
0.12344
0.12321

0.1231

validation error

The lowest error rate we achieved is 12.31%

G. Optimizing threshold

All of the above algorithms have a crucial error that they
may predict negative values for bike counts. To fix this
problem, we first thought about making all negative values
zeros. But in reality even in the winter there are still some
bicyclers using the biek paths. This made us think that a
threshold other higher than zero will have a better result. To
prove this, we use cross validation on different thresholds with
our SVR algorithm:

validation error with various thresholds
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We got the optimal threshold of 130, that is whenever we
predict below 130 we will correct our prediction to 130, this
way we can lower our error rate to 12.25%.

VII. RESULT SUMMARY

A. Algorithm comparison

We used the above algorithms with optimal parameters and
tested them on our test set, the result is the following:

Algorithm Performance on Test Set

100

B Mean Absolute Error
M Error Rate

Mean Absolute Error

O Dummy Predictor  Baseline _ Linear Regression AdaBoost  SVRwi/ threshold

Algorithm

All algorithms, except for kNN, perform only a little worse
on the test set than on cross validation, and we can see that
SVR with threshold and AdaBoost had the best results. The
lowest error rate and mean absolute error on the test set
achieved is 15.82% and 530.4

B. Feature comparison

When we used Lasso linear regression for our task, we
found that many weights of features were reduced to zeros,
indicating they are very unlikely to have correlation with our
task or they may be so highly correlated with another feature
that they add nothing to the model. The discareded features are
as followed: Date of Friday, Maisonneuve 2 bike path counter
active, Parc bike path is counted, Saint-Urbain bike path
is counted, Max pressure, Max dew point, Hailing, Heating
degree days, Min dew point, Max wind speed, Mean dew point,
Mean pressure, Minimum temperature, Mean wind direction,
Minimum pressure, Mean temperature, Football home games,
Football away games, Hockey playoff games, Daylight savings
time, and Carbon Monoxide count

To find out more precisely how much useful information
each feature gave us, we used leave-one-out technique to
calculate how much worse our result is if we discard one of
the features, then rank them accordingly. This shows that the
day of the week features are the most important to our model,
as removing them increases our error rate the most.
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We can see that this result roughly corresponds to the Lasso
results above.

VIII. DISCUSSION
A. Divide the dataset sequencially vs randomly

Initially we tried to shuffle the dataset to divide the valida-
tion set and test set. This produced very promising validation
results, but we decided that this method could not accurately
reflect our algorithms’ performance, because in shuffled data,
for a prediction on a particular street and particular day, we
are very likely to have included the data of the same day
of another street, or the same street in a adjacent date, this
makes the prediction task much easier, but in reality, we are
tasked to predict some data for a distant future. Thus to mimic
this scenario, we arranged the data chronically, then divide
the validation set and test set sequentially. Even though this
gives worse result, this should be a better indicator of our true
performance.

B. Using coefficient of determination as scoring method

We initially chose to use coefficient of determination (R?)
as our primary scoring method for our results. It is defined as
one minus the square error of prediction over square error of
mean:

>y — 9)?

The perfect predictor has a score of 1 and a guesser that
always outputs the mean the data has a score around 0, but
negative scores are also possible. This should be a very good
score scheme. But in our implementation, we discovered that
it has very unstable results on cross validation, specifically
on linear regression, one fold of cross validation produced
negative value and dragged down the score down to 2/3.

After investigating the data structure, we found that particu-
lar fold is mostly winter data, which has a very small variance,
making the divisor very small compared to the mean squared

R2=1-

error, and resulting in negative values. To combat this issue,
we used a constant divisor instead, which is explained in the
Section V.

C. Improving efficiency by scaling labels

When making computation on elastic net, we used the
scaled labels which are very small numbers around 1. But
we found out that using this method the optimal alphas would
be even smaller (around 10~3), causing longer computation
time. We argue that this may be caused by the selection of
initial weights. To combat this issue, we scale up our labels
by 1000, which should have no interference with our result,
but would decrease computation time.

For SVR, we had the opposite of this problem; we used the
original labels, which are from 0 to 6000. This model suggest
a very high value of C is required to have better results, but a
high value of C causes a long computation time. To improve
the computation time we scaled down our labels and found
our optimal C around 1 as stated above. Overall, scaling the
labels as needed may accelerate the process of optimization.

D. Nearest neighbor performs much worse on the test set

When we used our kNN algorithm on our test set, the result
was much worse than our cross validation result (20.42% vs
72.79%). We argue that because kNN is very unstable for
unseen data, and its prediction is heavily influenced by the
choice of k, using the same k for test set will not give us a
stable result.

We hereby state that all the work presented in this report
is that of the authors.
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TABLE 1: Feature number - description dictionary

0 Day of year 34 Minimum Humidity
1 Sunday 35 Mean Wind Direction
2 Monday 36 Minimum Wind Speed
3 Tuesday 37 Maximum Humidity

4 Wednesday 38 Cooling Degree Days

5 Thursday 39 Maximum Temp

6 Friday 40 Minimum Pressure

7 Saturday 41 Humidity

8 Berri Street Counted 42 Precipitation Amount

9 Brebeuf Street Counted 43 Thunder
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